
Interactive segmentation promises to combine the 

speed of automatic approaches with the reliability of 

manual techniques. Its performance, however, 

depends largely on live iterative inputs by a human 

supervisor. For the task of glioblastoma segmentation 

in MRI data using a Random Forest pixel classifier we 

quantify the benefit in terms of speed and 

segmentation quality of user inputs in falsely 

classified regions as opposed to guided annotations 

in regions of high classifier uncertainty. The former 

results in a significantly higher area under the curve 

of the Dice score over time in all tumor categories. 

Exponential fits reveal a significantly higher final Dice 

score for larger tumor regions (gross tumor volume 

and edema) but not for smaller regions (necrotic core, 

non-enhancing abnormalities and contrast-enhancing 

tumor). Time constants of the exponential fits do not 

differ significantly.

Overview

• Interactive, iterative, scribble-based segmentation

• Compare corrective annotations and guided

annotations (highlighting uncertain regions)

Methods & Data

• BraTS 2013 Glioblastoma MRI data

• Random Forest (50 trees, 10 maximum depth,

Gini impurity splits)

• Measure Dice score over number of interactions

• Evaluate area under the curve AUC and both time 

constant and infinity constant of exponential fit

• Compare methods with paired T-test

Interaction Modes

• Uncertainty-guided

Annotate in region of highest classifier uncertainty

• Random Corrections

Annotate where classifier is wrong

• Balanced Corrections

Annotate where classifier is wrong, balancing inputs

among classes

Related: Petersen et al. „Effective User Guidance in Online Interactive Semantic Segmentation”,
Proc. SPIE Medical Imaging, 2017
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Uncertainty-guided vs Balanced Corrections

Balanced Corrections vs Random Corrections

Uncertainty-guided vs Random Corrections

Key Findings

1. Corrective annotations better than annotations in 

regions of high classifier uncertainty

2. Important to balance inputs when class imbalance is

large

3. Significant differences only in segmentation quality, 

not speed


